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ABSTRACT. In this study, a delay of process throughput makes it clear that it is due
to volatility. Moreover, to understand the difference between the asynchronous method,
which causes a delay in the manufacturing process, and the synchronous method, which
reduces the process throughput time in manufacturing processes, we manufactured equip-
ment. “Synchronization with preprocess” is a manufacturing method used to increase
throughput. Because synchronization reduces volatility from the start of production until
it finishes, it is the best method available. However, it is difficult in real-world situa-
tions to prepare all workers who can work within the target working time in the process.
Then, we propose a realistic method termed “Synchronization with preprocess”. “Syn-
chronization with preprocess” means that by carrying out the reclassification of the work-
ing process, it is a method for smoothing the volatility of the working time. To verify our
proposed method, we show that by using synchronization to reduce volatility, we decrease
risk. Here, for example, a risk means the delay of working in each process.

Keywords: Synchronization with preprocess, Throughput, Volatility, Stochastic differ-
ential equation of log-normal type, Production flow process

1. Introduction. Several studies have addressed the problem of increasing the produc-
tivity of production processes used in the manufacturing industry [1, 2]. Moreover, in the
field of manufacturing, various theories have been applied to improve and reform manu-
facturing processes and increase productivity. In a previous study [3], we addressed the
problem of reducing construction work and inventory in the steel industry. Specifically, we
investigated the relationship between variations in the rate of construction and delivery
rate. In this study, we perform analysis using the queuing model and apply log-normal
distribution to model the system in the steel industry [3].

Moreover, several studies have reported approaches that lead to shorter lead times [4, 5].
From order products, lead time occurs on the work required preparation of the members
for manufacturing.

Many aspects can potentially affect lead time. For example, from order products, the
lead time from the start of development to the completion of a product is called the
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time-to-finish time, such as the work required preparation of the members for production
equipment.

Moreover, several studies have focused on reducing customer lead times. In [6], the
author addresses the problem of reducing the production lead time [6].

In [7], the authors propose a method that increases both production efficiency and
production of a greater diversity of products for customer use. Their proposed approach
results in shortened lead times and reduces the uncertainty in demand. Their method
captures the stochastic demand of customers and produces solutions by solving a nonlinear
stochastic programming problem.

In summary, several studies have considered uncertainty and proposed practical ap-
proaches to shorten the lead time. The demand is treated as a stochastic variable and
applies mathematical programming. To our knowledge, previous studies have not treated
lead time as a stochastic variable.

Because fluctuations in the supply chain and market demand and the changes in the
production volume of suppliers are propagated to other suppliers, their effects are ampli-
fied. Therefore, because the amounts of stock are large, an increase or decrease of the
suppliers’ stock is modeled using a differential equation. This differential equation is said
as Billwhip model, represents a stock congestion [8, 9].

The theory of constraints (TOC) describes the importance of avoiding bottlenecks in
production processes [10]. When using manufacturing equipment, delays in one produc-
tion step are propagated to the next. Hence, the use of manufacturing equipment may
lead to delays. In this study, we apply a physical approach and regard each step as a
continuous step. By applying this approach, we can mathematically analyze the delay
of each step and obtain methods to address it. To the best of our knowledge, previous
studies have not applied physical approaches to analyze delays.

In a previous study [11], we constructed a state in which the production density of each
process corresponds to the physical propagation of heat [15]. Using this approach, we
showed that a diffusion equation dominates the manufacturing process.

In other words, when minimizing the potential of the production field (stochastic field),
the equation, which is defined by the production density function S;(z,t) and the bound-
ary conditions, is described using the diffusion equation with advection to move in trans-
portation speed p. The boundary conditions mean a closed system in the production field.
The adiabatic state in thermodynamics represents same state [11].

To achieve the goal of a production system, we propose using a mathematical model that
focuses on the selection process and adaptation mechanism of the production lead time.
We model the throughput time of the production demand/manufacturing system in the
manufacturing stage by using a stochastic differential equation of log-normal type, which
is derived from its dynamic behavior. Using this model and the risk-neutral integral,
we define and compute the evaluation equation for the compatibility condition of the
production lead time. Furthermore, we apply the synchronization process and show that
the throughput of the manufacturing process is reduced [12, 13].

In this paper, we describe the differences between the synchronous and asynchronous
models and show that the throughput of a manufacturing process depends on volatility.
Synchronization implies that the machines and assembly lines manufacture the required
production volumes in accordance with timing requirements. Moreover, to understand the
difference between the asynchronous method, which causes a delay in the manufacturing
process, and the synchronous method, which reduces the process throughput time in
manufacturing processes, we manufactured equipment.
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“Synchronization with preprocess” is a manufacturing method used to increase through-
put. Synchronization reduces volatility from the start of production until it finishes. The
automotive industry has adopted the synchronization process to reduce volatility.

We show that by using our proposed physical approach, we can obtain results similar
to those obtained by the synchronization process.

The synchronization process is the best method available. However, because it is dif-
ficult to apply in real-world situations, we propose a realistic method termed “Synchro-
nization with preprocess”. “Synchronization with preprocess” means that by carrying
out the reclassification of the working process, it is a method for smoothing the volatility
of the working time. In general, the lead times of processes should be set equal to the
same value. However, in the “Synchronization with preprocess” method, before start-
ing the manufacturing process, we analyze a particular process and select different lead
times. Using this approach, the “Synchronization with preprocess” method can achieve a
much better total throughput. To the best of our knowledge, the “Synchronization with
preprocess” method has not been previously proposed.

To verify our proposed method, we apply it to a flow production system. We prove that
our proposed method reduces volatility, which in turn reduces risk. Here, for example, a
risk means the delay of working in each process.

2. Production Systems in the Manufacturing Equipment Industry. The produc-
tion methods used in manufacturing equipment are briefly covered in this paper. More
information is provided in our report [12]. This system is considered to be a “Make-to-
order system with version control”, which enables manufacturing after orders are received
from clients, resulting in “volatility” according to its delivery date and lead time. In ad-
dition, there is volatility in the lead time, depending on the content of the make-to-order
products (production equipment).

In Figure 1(A), the “Customer side” refers to an ordering company and “Supplier (D)
means the target company in this paper. The product manufacturer, which is the source
of the ordered manufacturing equipment presents an order that takes into account the
market price. In Figure 1(B), the market development department at the customer’s
factory receives the order through the sale contract based on the predetermined strategy.

2

3. Manufacturing Process Model. It is often represented by a log-normal distribution
[3]. The sales figure for the probability density function of the rate of return shows the
log-normal distribution in Figure 2. Because small-to-midsize firms often do not have
enough working capital, to sustain company operations, they are forced to raise working
capital from financial institutions. It is non-linear in the case such as the products of
different product specifications with fluctuations in demand or multi-kind small lot. We
will report about this separately.

Thus, if the rate of return follows a log-normal distribution, we can assume that the
cash flow will also follow the same log-normal distribution. Therefore, a cash flow model
is defined as follows [14].

Definition 3.1. Definition of a cash flow model

dQ(t)

— L = udt + odW9(t 1

o (1 (1)
where Q(t) is an expected money amount of production for each month. The left-hand side
s @ monthly rate of return, and a rate of return varies with expected value p. Further, o

represents a volatility, and W2(t) standard Brownian motion.
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From the data of monthly rate of return observed, its probability density function was
calculated (Figure 2). As a result, it was found that the probability density function
conforms to log-normal distribution (Figure 2, Theoretical).

Theoretical curve was calculated using EasyFit software (http://www.mathwave.com/),
and as a result of Kolmogorov and Smirnov test, the observed values conformed to
a log-normal type probability density function. Because, in the goodness-of-fit test of
Kolmogorov-Smirnov, a null hypothesis that it is “log-normal” was not rejected with re-
jection rate 0.2, this data conforms to “log-normal” distribution. P-value was 0.588. The
parameters of a theoretical curve were: u, = —0.134 (average), o, = 0.0873 (standard
deviation), 7, = —0.900. The theoretical curve is given by the following formula.

_ ! e d Lz =) =y \*
R p{ (=2 )} ®)

We assumed manufacturing process follows a log-normal probability distribution. In fact,
we found to be the log-normal probability distribution by analyzing the rate of return
on monthly data of manufacturing operations (1999/1 to 2008/12) over the past 10 years
(Figure 2 reference). We think a rate of return is proportional to the manufacturing
process lead time.

4. Production Flow Process. Figure 3 depicts a manufacturing process that is termed
as a production flow process. This manufacturing process is employed in the production
of control equipment. In this example, the production flow process consists of six stages.
In each step S1-S6 of the manufacturing process, materials are being produced.
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The direction of the arrows represents the direction of the production flow. In this pro-
cess, production materials are supplied through the inlet and the end-product is shipped
from the outlet. For this flow production system, we make the following two assumptions.

4.1. Synchronous model.

Definition 4.1. The role of the synchronization model is to reduce the process throughput,
i.e.,

dS(t,z) = rS(t,z)dt + o S(t, z)dW (1) (3)

where S(t, x) represents the production density function as a function of the synchronous
status.

Synchronization minimizes the risk in the production process. To realize synchroniza-
tion, we set the throughput of each stage to the same value. Because we set the working
time for the workers in each work stage, there is no volatility in the working time between
processes.

Here, S(t, z) represents the production density function as a function of the synchronous
status when the equipment is manufactured. ¢ represents the manufacturing time. =z
represents the production process term when products are manufactured continuously. o
represents the volatility at each stage, and W (t) represents the Wiener process.

4.2. Asynchronous model.

Definition 4.2. When we use the asynchronous model to represent a dynamical system,
the throughput is not reduced.

dS(t,z) = C(t,z)S(t, z)dt + &S (t, z)dW (t) (4)

where C(t, x) represents the average working time of the total processes when the equipment
15 manufactured using an asynchronous process.

O(t,z) = E[C(t,2)] = E

sup IIC(t,fE)II”] <oo, p>2 (5)
te[0,7T

where, C(t,x) exists uniquely. Therefore, it is clear that Equation (5) is established.
C(t,x) is the arbitrage-free term under the equivalent martingale measure.
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Therefore, each stage of the production flow process can be represented by the Wiener
process. Because, the working time in each stage fluctuate stochastically. Then, the rela-
tive production density S(t,z) is expressed as follows [14]:

t

S(t,x) = S(0, ) —/ S(u, )0 1y, dW (1) (6)
0

That is, the volatility o* exists. Then S(t,z) is

S(t,2) = gg "g)) exp { /0 i~ /0 o, u)du} (7)

Definition 4.3. According to the asynchronous model, the average time of working is as
follows:

r¢ =r, — E[C(t, )] (8)

u

From Equation (8), we obtain

St x) = *;S fg; exp { /0 t r;;du} ()

where S (t,x) represents the production density of the asynchronous model. In the asyn-
chronous model, the production workers at each stage do not complete the assigned work
within the allocated time period. Therefore, at each stage, there is a volatility in the
working time.

The solution of Equation (3) is

S(t,2) = S(0,7) exp { (r - %#) ft aW(t)} (10)

where r indicates the total average working time when manufacturing using a synchronous
process.

According to Equation (10), the production density S(t,z) of the asynchronous model
is as follows:

~ 1 o
S(t,x) = S(0,x)exp { (7“2 - 503) t+ O'CW(t)} (11)
where from Girsanov theorem, W (t) is
t
W) = W) + / Au)du (12)
0

Therefore, according to Equations (5) and (6), the solution of S(t,z) is as follows
(Asynchronous model):

3(t,2) = §(1,0) exp { (n - %#) Fy UCW(t)} (13)

dS(t, ) = r.S(t, x)dt + 0,S(t, z)dW (t) (14)

S(t,r) is a martingale with respect to F; [14].
Therefore, S(t, x) satisfies Equation (4) (Asynchronous model).
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FIGURE 5. “Synchronization with preprocess” method in manufacturing equipment

4.3. Synchronization with preprocess.

Definition 4.4. To reduce the risk of increasing the processing time, we adopt the “Syn-
chronization with preprocess” method for reducing the risk of increasing the processing
time.

In Figure 5, the preprocess represents the work performed until the actual process
begins. We execute this preprocess in advance to eliminate the idle time after the clas-
sification of the processes. For instance, in Figure 5, the preprocess represents the ter-
mination of the operation of step K5. By assigning step K5 to be the preprocess, there
are eight remaining processes. Of the three cycles performed in Figure 5, the first cycle is
{K1,K2,K3}, the second cycle is {K4, K6, K7}, and the third cycle is {K8 K9}. After the
completion of the third cycle, the workers begin manufacturing the next product. Hence,
the first manufacturing process initiates the first cycle. By adopting the preprocess cycle,
the third cycle can be performed in parallel.

5. Results of Test-run.

5.1. Result of Test-runl. Test-runl is an asynchronous process. Therefore, the throu-
ghput at each step of Test-runl is different, the throughput of the entire stage becomes
stochastic. Moreover, the stochastic throughput, which is a function of the current time
and time remaining until the end of the stage, affects the performance of the entire system.
In Tables 2 and 3, we present data that validates our findings presented above.

Therefore, the ratio of the measured throughput to the target throughput is consid-
ered as the drift term r¢ in Equation (14). The fluidity of the system is affected by
the throughput at each stage. In other words, because the manufacturing progress is
affected by bottlenecks, the drift term ¢ can be defined using the stochastic throughput
(Equations (9)-(11)).

Here the drift term 7, is

re = 4—64 (0.73) (15)
=2 (0.92) (16)

The required theoretical throughput for six pieces of equipment/day is computed in Equa-
tion (15). However, the actual throughput corresponds to 4.4 pieces of equipment/day.

Furthermore, we can use the same approach to compute the volatility of the throughput
at each stage. This average of volatility is given as follows:

1 .
oy ~ 0.29 (: ~ ;a (;p)) (17)

Therefore,
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Definition 5.1. The system throughput in this model (Production evaluation model)
dS(t,x) = 0.735(t, z)dt + 0.29S(t, z)dW (t) (18)

5.2. Result of Test-run2. Next, we consider the case of Test-run2.

Test-run2 is synchronous process. In this case, the process is set in such a way that
each stage has the same throughput. Therefore, no risks are introduced as the process
progresses. Hence, in principle, the throughput at each stage satisfies the condition.
Moreover, because the manufacturing processes require synchronization, we can easily
define the “synchronization throughput”.

This system has essentially no risk. However, in Tables 4 and 5 we do not observe any
values of volatility equal to zero. Therefore, in Equation (3), the term o is equal to the
average volatility.

Here, r, o in Equation (3) are

;9.5
ro= 5= 0.92
r? =1-0.06 = 0.94

r! and r? are not much different. The volatility is
o =0.06
Therefore, the throughput model of this system is defined as follows.
Definition 5.2.
dS(t,z) = 0.92S(t, z)dt + 0.06S(t, x)dW (t) (19)

If the system approaches the synchronization, 0 — 1. If ¢ — small data (o = 0.01),
this system becomes stationary.

For the case of a fully synchronized system, see Figure 6. In Figure 7, it shows the
integrated finite number of processing stages progress depending on the synchronization
throughput of each stage (stationary system).

Specifically, the synchronous production system is the principle, and the processing
stages progress in a cycle, i.e., we set the throughput at 77, 75 and 73 in Figure 8, and
synchronize the stages in a cycle.

St (T)
1.0
Sync. Process
stage
0 t
Moving direction
FIGURE 6. Perfect syn- FiGUurRE 7. Perfect synchroniza-

chronization system tion system
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If Equation (20) is satisfied,

N

1

Nzrfgsuprf (221,2,,N) (20)
=1

A risk reduction system was constructed, where N = kM (k =1,2,--- | N) (k is a positive
integer). Because we set the working time for the workers in each work stage, there is no
volatility in the working time between processes.

Next, we applied the throughput model and used the results of the test runs to perform
numerical calculations. Our model shows that the throughput for each process at each
stage is satisfied. If Equation (21) is satisfied, r§{ (i =1,2,--- , N) is a real number. This
process is a type of bottleneck synchronization. The bottleneck synchronization means a
recommendation from the famous “The theory of constraints (TOC)” [10].

LIt rf # 1§, 1 # j, synchronization of every stages.
2.

1 C
ﬁergsup ¢, i=1,2,--- N (21)
i=1

if Equation (21) is satisfied, the process is a type of bottleneck synchronization.

3. ri =rj, 1 =7 < N, the synchronization of some stages.

Here Figure 8 can be considered for item 3.

5.3. Result of Test-run3. Next, we consider the case of Test-run3.

Test-run3 represents a “Synchronization with preprocess” method. To achieve the
synchronization process by advancing the work before starting the cycle process as a
preprocess, the process throughput can be reduced as a result.

As shown in Table 1, even in the case of the “Synchronization with preprocess” method,
the volatility of the synchronization throughput ranges from 0.03-0.06. With respect to
the overall throughput, volatility is reduced and the risk associated with the process is
smaller.

Therefore, to reduce the risk of increasing the processing time, we adopt the “Syn-
chronization with preprocess” method. Below, we present the results from an experiment
conducted using N =9, M = 3 (cycle) and k = 3 (workers).
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TABLE 1. Correspondence between the table labels and the Test-run number

Table Number Production process Working time | Volatility
Test-runl Table 2 Asynchronous process 627 (min) 0.29
Test-run2 Table 4 Synchronous process 500 (min) 0.06
Test-run3 Table 6 [“Synchronization with preprocess” method] [470 (min)]

TABLE 2. Total manufacturing
time at each stages for each

worker TABLE 3. Volatility of Table 2
WS | S1|S2|S3 | S4 | S5 ]| S6 K1]1.67|1.67|3.33|1.67|1.67|1.67
K1 15 120 | 20 | 25 | 20 | 20 | 20 K2|1233| 2 |233] 2 |1.33|1.67
K2 20 | 22 | 21 | 22 | 21 | 19 | 20 K3|1.67|3.67|3.33|2.33|2.33|3.67
K3 10 | 20 | 26 | 25 | 22 | 22 | 26 K4|067| 0 |1.33] 1 |033| 1
K4 20 | 17 | 15 | 19 | 18 | 16 | 18 K| 0 |1.67] 1 [033| 0O 0
K5 15 | 15 [ 20 | 18 | 16 | 15 | 15 K6| 0 0 0 0 0 0
K6 15 |15 | 15 | 15 | 15 | 15 | 15 K7|1.67|167| 5 |1.67| 2 |1.67
K7 15120 | 20 | 30 | 20 | 21 | 20 K8 |4.67| 6 5 |4.67|5.67| 6
K8 20 {29 | 33 | 30 | 29 | 32 | 33 K9|033(0.33] 0 [0.33|0.33]|0.33
K9 15 | 14 | 14 | 15 | 14 | 14 | 14
Total | 145 [ 172 | 184 | 199 | 175 | 174 | 181

Using this model, some risks are presented in each cycle. The stochastic throughput is
as follows:

0 0?

a0, (z) = [aC’t(x) + D—ct(x)] ot

+ ) oi(@)dW (x) (22)
Cy(z) is a martingale with respect to F;. We obtain Equation (23).

E

sup [|Cy(2)|P < 0|, p>2 (23)
te[0,T]

In the “Synchronization with preprocess” method, if Ci(z) exists, we can compute the
stage synchronization throughput rf. If ¢} can be computed, we can use the measured
value of the throughput to evaluate the overall processes at t = T as follows.

Definition 5.3. Evaluation of the relative production density function §T(x) att="1T.
dS(T,z) = reS(T, z)dt + o S(T, z)dW, (24)

In this case, the reduction of ¢} is a key point of building the system. Therefore, we
named to “Synchronization with preprocess” method as to reduce this o}.

6. Analysis of the Test-run Results.

e (Test-runl): Because the throughput of each process (S1-S6) is asynchronous, the
overall process throughput is asynchronous. In Table 2, we list the manufacturing
time (min) of each process. In Table 3, we list the volatility in each process performed
by the workers. Finally, Table 2 lists the target times. The theoretical throughput is
obtained as 3 x 199+2 x 15 = 627 (min). In addition, the total working time in stage
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S3 is 199 (min), which causes a bottleneck. In Figure 10, we plot the measurement
data listed in Table 2, which represents the total working time of each worker (K1-
K9). In Figure 11, we plot the data contained in Table 2, which represents the
volatility of the working times.

(Test-run2): Set to synchronously process the throughput. The target time listed in
Table 4 is 500 (min), and the theoretical throughput (not including the synchroniza-
tion idle time) is 400 (min). Table 5 presents the volatility of each working process
(S1-S6) for each worker (K1-K9).

(Test-run3): Introduce a preprocess stage. The process throughput is performed
synchronously with the reclassification of the process. As shown in Table 6, the
theoretical throughput (not including the synchronization idle time) is 400 (min).
Table 7 presents the volatility of each working process (S1-S6) for each worker (K1-
K9). On the basis of these results, the idle time must be set to 100 (min). Moreover,
the theoretical target throughput (7)) can be obtained using the “Synchronization

S
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TABLE 4. Total manufactur-
ing time at each stages for each

worker TABLE 5. Volatility of Table 4
WS | S1|S2|S3|S4|S5]S6 KI| 0 [133] 0 [0] O |O
K1 20 1 20 | 24 | 20 | 20 | 20 | 20 K2 0 0 0 100670
K2 | 20 | 20 | 20 | 20 | 20 | 22 | 20 K3| 0 0 0 (0] 0 |0
K3 | 20 | 20 |20 |20 | 20| 20 | 20 K4|167]167| 0 (0| 0 |O
K4 | 20 | 25 | 25 | 20 | 20 | 20 | 20 K| 0 0 0 (0] 0 |0
K5 | 20 | 20 | 20 | 20 | 20 | 20 | 20 K6| 0 0 0 (0] 0 |O
K6 | 20 | 20 | 20 | 20 | 20 | 20 | 20 K7 0 0 0 (0] 0O |O
K7 20 1 20 | 20 | 20 | 20 | 20 | 20 K812331233/067|1| 0 |0
K8 20 | 27 | 27 | 22 | 23 | 20 | 20 K9| 0 0 0 (0] 0 |0
K9 | 20 | 20 | 20 | 20 | 20 | 20 | 20
Total | 180 | 192 | 196 | 182 | 183 | 182 | 180

TABLE 6. Total manufactur-
ing time at each stages for each

worker, K5 (*): Preprocess TABLE 7. Volatility of Table 6

K5 (*): Preprocess

WS | 51| 52| 53| 54 | 55 | 56 K1|0.67]0.33]0.67|0.67|0.67 | 0.67

KI |20 (18|19 | 18 | 18 | 18 | 18

K2|0.67|0.67|0.67 | 0.67 | 0.67 | 0.67

K2 120 18|18 18|18 |18 | 18 K31|0.33]10.33|0.33(0.33|0.33|0.33

K3 | 20 | 21 | 21 | 21 | 21 | 21 | 21
K4 | 16 | 13 | 11 | 11 | 13 | 13 | 13 Raj 1 jrompt6r) 1 g1 )1

K5 16 * * * * * * K5

K6 16 18 118 18 [ 18 | 18 | 18 K6 |0.67|0.67|0.67 | 0.67 | 0.67 | 0.67

EBTEBVEBVSBEEBrEBrERE K7]0.67(067] 1 |0.67]0.67] 1

K 120 22 22 122 92 | 22 | 2 K81 0.67|0.67|0.67 | 0.67 | 0.67 | 0.67

K9 |20 |20 | 20 | 20 | 20 | 20 | 20 K9] O 0 0 0 0 0

Total | 148 | 144 | 143 | 141 | 144 | 144 | 143

with preprocess” method. This goal is as follows:

Ts ~ 20 x 6 (First cycle ) + 17 x 6 (Second cycle)
+ 20 x 6 (Third cycle) 4+ 20 (Previous process) + 8 (Idol-time)
~ 370 (min) (25)

The full synchronous throughput in one stage (20 min) is
T, =3 x 120 + 40 = 400 (min) (26)

Using the “Synchronization with preprocess” method, the throughput is reduced
by approximately 10%. Therefore, we showed that our proposed “Synchronization
with preprocess” method is realistic and can be applied in flow production systems.
Below, we represent for a description of the “Synchronization with preprocess”.

In Table 6, the working times of the workers K4, K7 show shorter than others.
However, the working time shows around target time. Next, we manufactured one
piece of equipment in three cycles. To maintain a throughput of six units/day, the
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production throughput must be as follows:

-2 1
M X 5= 25 (min) (27)

where the throughput of the preprocess is set to 20 (min). In Equation (27), the value
28 represents the throughput of the preprocess plus the idle time for synchronization.
Similarly, the number of processes is 8 and the total number of processes is 9 (8 plus
the preprocess). The value of 60 is obtained as 20 (min) x 3 (cycles).

In Table 1, Test-run3 indicates a best value for the throughput in the three types of
theoretical working time. Test-run2 is an ideal production method. However, because it
is difficult for talented worker, Test-run3 is a realistic method.

The results are as follows. Here, the trend coefficient, which is the actual number of

pieces of equipment/the target number of equipment, represents a factor that indicates
the degree of the number of pieces of manufacturing equipment.
Test-runl: 4.4 (pieces of equipment)/6 (pieces of equipment) = 0.73,
Test-run2: 5.5 (pieces of equipment)/6 (pieces of equipment) = 0.92,
Test-run3: 5.7 (pieces of equipment)/6 (pieces of equipment) = 0.95.
Volatility data represent the average value of each Test-run.

7. Conclusions. Using our proposed method, we showed that the differences between
the synchronous and asynchronous models are because of volatility.

Using the measured data, we derived the model equation for three types of production
systems. When the synchronization method is applied to the production flow process, it
achieves the best improvement of throughput. However, in practice, depending on the
skills of workers, it may require a longer time. In practice, the “Synchronization with
preprocess” method is the most desirable.

However, when acquiring data to assess the overall lead time on the basis of the ability of
individual workers and the function of the work table, we must consider the configuration
of the line to understand the constraints of production.
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